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Content:

Ø Why Data Analyses

Ø Data Manipulation (Pandas Library)

Ø Data Visualisation (Matplotlib,Pyplot, Seaborn)

Ø Linear Regression

Ø Principle Component Analysis

Ø Non-Negative Matrix Factorization

Ø Orthogonal Matching pursuit



NEEDS:

Ø Basic Python Skills (Lists, Dictionaries, Functions, methods,….)

Ø Working with DataFrames (Data Cleaning and manipulation with Pandas Library)

Ø Working with Matrices (Numpy Library)

Ø Mathematics behind Machine learning Techniques (Mostly probability and statistics)

Ø Machine learning library (Scipy or Sklearn)



QUESTION:
Input:

Output:

??

REGRESSION



QUESTION:
Input:

Output:

CLASSIFICATION

??



Install Python

Ø https://www.python.org/

Ø pip Python package management system :  python3 -m pip --version 

Ø install jupyter notebook:               python3 -m pip install -U jupyter

Ø Install pandas:                                    pip install pandas 

o The Jupyter Notebook is the original web application for creating and sharing computational documents.
o Pandas the main tool of data analyse
o Pandas permits us to import data from various sources for example (CSV),  and manipute them.

https://www.python.org/


DataFrames:

Ø https://insights.stackoverflow.com/survey

How to use Pandas to work with DataFrame……

1. How to read data from csv file,
2. Take a look at the datafram,
3. Where dataframe comes from, its equivalent in python
4. Series objects and accessing multi-columns
5. Indexing
6. Accessing rows in DataFrames
7. Setting index for data frame
8. Changing columns’ names
9. Changing single row’s values



Numpy:

As a Data Analyst how to collect data?

Ø List?
Ø Collection of values
Ø Hold different types
Ø Change, add, remove

Ø What we need more?
Ø Mathematical operations over collections
Ø Speed



Numpy:

Body mass Index:

To Solve:     Looping over elements? Not fast and efficient



Numpy (numeric python):

Solution?

nympy arrays:

Ø Alternative to python lists

Ø Calculations over entire arrays

Ø Easy and Fast

To Install:
pip3 install numpy



Numpy



Numpy

Python is able to treat numpy arrays as  single elements.

Where the speed comes from?

Numpy arrays collect values of the same type:
• Either integer
• Either float
• String
• …..



Numpy (Remarks)

o Nympy array, is a data type in python.

o It has its own methods. 

o These methods might act differently on arrays compared to other types.



Numpy (Remarks)

Example:



Numpy (Subsetting)

Example:

Referring to specific index

Looking for specific values



Numpy (2D)



Numpy (2D)

Two ways to select 



Numpy (Basic Statistics)



Numpy (Data Generation)



Numpy (Data Generation)



Numpy (Dtype)
Ø Python types: int, float, bool,...

Their size depends on the platform they are applied to…

Ø Dtypes: numpy numerical types are instances of dtype objects. The numpy types have fixed-sizes.

np.int32, np.int64, np.bool8, np.float32, np.float64



Data Visualisation:



The most important visualization library : 
Matplotlib:



plt.plot() :



plt.scatter() :

Scatter plot is used when
we need to measure the 
correlation between two
attributes.



plt.scatter() :

Correlation P-value



P-Value:

Probabilities?



P-Value:
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P-Value (flipping a coin 5 times):

𝑝 𝐻𝐻𝐻𝐻𝐻 =
1
32 𝑝 𝑇𝑇𝑇𝑇𝑇 =

1
32
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P-Value:

!
"
+ !

"
= !
#

1

1
2

probability that random chance generated the 
data or somethig else that is equal or rarer.

P-values:



plt.scatter() :

Scatter plot is used when
we need to measure the 
correlation between two
attributes.



plt.hist() :



plt.hist() :



Distribution of Data:

ØWhich is the most frequent data? statistics.mode()

ØThe data is centered around which point? Nupmy.mean()

Ø What is the value observed in 50% of the time? Numpy.median()

ØHow vary the values are ? np.std()



Distribution of Data:

How long does it take
to go from

City A to city B 

Most of the time it takes 80 mins

Half of the times it takes 80 mins
On average it takes 80 mins



Distribution of Data:



Distribution of Data:



Distribution of Data:



Customization:

ØAdd labels to the axis: plt.xlabel() , plt.ylabel()

ØAdd Title to the plot : plt.title()

ØChanging values one the axis: plt.xticks() , plt.yticks()

ØLabeling values on the axis



Customization:



Customization:



Customization:



Customization:



Machine Learning:

How you write a code with traditional programming technique to detect
spams?

ØWhat a spam looks like, what are the patterns,
ØWrite a detection algorithm for each pattern,… .

Problem??

There is an infinite number of patterns!



ML (Supervised):

In ML, the model will learn (based on some examples) which patterns 
are representative of  a spam.

Classification



ML (Supervised):

Given a set of Instances and their corresponging value, we can quess what is the 
value of a newly entered instance.

Regression



ML (Example):

Given a GDP per capita in a country, 
can you guess what is the life 
satisfaction index?



ML (Example):

What is the simplest and 
common pattern in the 
scatter plot?

𝑦 = 𝜃# + 𝜃! 𝑥



ML (Example):

𝜃$
𝜃!

𝑙𝑖𝑓𝑒 𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛
= 𝜃! + 𝜃" ∗ 𝐺𝐷𝑃 𝑝𝑒𝑟 𝐶𝑎𝑝𝑖𝑡𝑎



ML (Example):

𝜃$
𝜃!

𝑙𝑖𝑓𝑒 𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛
= 𝜃! + 𝜃" ∗ 𝐺𝐷𝑃 𝑝𝑒𝑟 𝐶𝑎𝑝𝑖𝑡𝑎



ML (Linear Assumption):

𝑥(!)
𝑥(#)

𝑥(")
𝑥(')

𝑦(!)
𝑦(#)

𝑦(")

𝑦(')

%𝑦(%) = 𝜃' + 𝜃!× 𝑥(%)



ML (Example):

𝑙𝑖𝑓𝑒 𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛 = 𝜃$ + 𝜃! ∗ 𝐺𝐷𝑃 𝑝𝑒𝑟 𝐶𝑎𝑝𝑖𝑡𝑎

ØHow you know which values make your model perform best?

Main assumption: The data follows a linear model:

o Fitness Function
o Cost Function (typically used for linear regression problems.)

Linear Regression algorithm comes into play: 

you feed it your training examples and it finds the parameters that make the linear model fit best to your data. 
This is called training the model. 



ML (Example):
Cost Function:

5𝑦($)

𝑦($)

( 5𝑦($) − 𝑦($))&



ML (Example):
Cost Function:

5𝑦($)

𝑦($)

( 5𝑦($) − 𝑦($))&

5𝑦(')

𝑦(')

( 5𝑦(') − 𝑦('))&



ML (Example):
Cost Function: Root Mean Square Error

RM𝑆𝐸 =
1
𝑚 @

$("

)
( 5𝑦($) − 𝑦($))& Always positive

5𝑦($)

𝑦($)

( 5𝑦($) − 𝑦($))&

5𝑦(')

𝑦(')
( 5𝑦(') − 𝑦('))&

5𝑦(*)

𝑦(*)
( 5𝑦(*) − 𝑦(*))&



ML (Example):
Sklearn (Python library for sklearn)

Model Training



ML (Example):
Sklearn (Python library for sklearn)

Model Prediction



ML (Example):

Samples

Predictor (A combination of attributes)

Target variable

Assumption of Linearity

Predictions

Training (Minimizing RMSE)



ML :

Note: In general their might be more than one attribute:

Ø In this case, the first attribute of simple (i) is represented by variable 𝑥!
((),

Ø The second attribute would be 𝑥#
(()

Ø ….
Ø The attribute p would be 𝑥)

(()

The linear assumption:          !𝑦(A) = 𝜃B + 𝜃C × 𝑥C
(A) + 𝜃D × 𝑥D

(A) + …+ 𝜃E × 𝑥E
(A)

Hyperplane

Note: in some texts instead of !𝑦(A) , they use  ℎF(𝑥A)



ML (Example):
How the training part works? (The minimization of RMSE)

Min RM𝑆𝐸 = C
G
∑AHCI ( !𝑦 A − 𝑦 A )D

Min      (𝜃J 𝑋 − 𝑦)DIs equal to

𝑦 =

𝑦(C)

𝑦(D)

𝑦(K)
⋮

𝑦(I)

𝜃 = 𝜃B 𝜃C 𝜃D … 𝜃E



ML (Example):
How the training part works? (The minimization of RMSE)

Min      (𝜃J 𝑋 − 𝑦)D

arg𝑚𝑖𝑛* ∈ ℝ!"# (𝜃 𝑋 − 𝑌)- (𝜃 𝑋 − 𝑌)

∇*(𝜃 𝑋 − 𝑌)- (𝜃 𝑋 − 𝑌) = 0

−2 𝑋J 𝑦 − 𝜃 𝑋 = 0 𝜃 = (𝑋J 𝑋)LC𝑋J𝑦

It has a solution only when (𝑋J 𝑋)LC is inversible (when it’s determinant is
non-zero). 

Normal Equation



ML (Example):
Let’s test the normal equation by generating random data that follow linear pattern:

Predictor

Target Variable



ML (Example):



ML (Example):

Create matrix X

Predictor



ML (Example):



ML (Exercise):

Calculate normal equation for the dataset of GDP per capita / Life satisfaction.



ML (Gradient Descent):

ØProblems with normal equations:
1. In many real cases (𝑋J𝑋)LC is not invertible,
2. Even if it is for bid data sets the computational cost is 𝑂(𝑛K) or 𝑂(𝑛D.N).

Ø So, instead of calculating 𝜃 from the normal equation, the learning algorithms
use a technique to estimate this value which is called Gradient Descent.

1. Start with some initial parameters 𝜃,

2. Tweaking the parameters (𝜃) iteratively, in a way that it reduces the cost function.



ML (Gradient Descent-Example):

1. Start from a position (𝑥, 𝑦),
2. Find the negative slope (to 

descend)
3. Take appropriate size step.



ML (Gradient Descent-Example):

X

Y

𝜃! = −1
𝜃"= 1



ML (Gradient Descent-Example):

X

Y

𝜃! = −0.5
𝜃"= 1



ML (Gradient Descent-Example):

X

Y

𝜃! = 0.5
𝜃"= 0.6



ML (Gradient Descent-Example):

𝑀𝑆𝐸 = (ℎ+ 𝑥 " − 𝑦 " )& +(ℎ+ 𝑥 & − 𝑦 & )&+(ℎ+ 𝑥 , − 𝑦 , )&
𝑑(𝑀𝑆𝐸)
𝑑(𝜃!)

=
𝑑(𝑀𝑆𝐸)
𝑑(ℎ+)

×
𝑑(ℎ+)
𝑑(𝜃!)

!(#$%)
!('!)

= 2 ℎ' 𝑥 ( − 𝑦 ( × 1 + 2 ℎ' 𝑥 ) − 𝑦 ) × 1 + 2 ℎ' 𝑥 * − 𝑦 * × 1

𝑑(𝑀𝑆𝐸)
𝑑(𝜃")

=
𝑑(𝑀𝑆𝐸)
𝑑(ℎ+)

×
𝑑(ℎ+)
𝑑(𝜃")

𝑑(𝑀𝑆𝐸)
𝑑(𝜃")

= 2 ℎ+ 𝑥 " − 𝑦 " × 𝑥 " + 2 ℎ+ 𝑥 & − 𝑦 & × 𝑥 & + 2 ℎ+ 𝑥 , − 𝑦 , × 𝑥 ,

Ø Suppose we start with initial 𝜃B and 𝜃C .
Ø In which direction we should go to reduce the cost function?



ML (Gradient Descent-Example):

Ø Step sizes:
Step size (𝜃$) =  slope × 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒

Step size (𝜃!) =  slope × 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒

Update Functions:

new 𝜃B = previous 𝜃B - step size 𝜃B
new 𝜃C = previous 𝜃C - step size 𝜃C

𝑑(𝑀𝑆𝐸)
𝑑(𝜃!)

𝑑(𝑀𝑆𝐸)
𝑑(𝜃")



ML (Gradient Descent-summary):

1. Random initialization of parameters (𝜃$, 𝜃!, 𝜃#,…),

2. Calculate the slopes using gradient descent and chain rule,

3. Compute the steps using a pre-defined learning rate,

4. Update the parameters,

Note: In Machine learning, all the parameters that should be pre-
defined in order to use the model are called hyper parameters.
Hyper parameters are different from parameters. The parameters
will be learned during training,…



ML (Error Calculation):

Calculate the Root Mean Square Error for the predictions you made using linear regression for 
the dataframe GDP per capita/ life satisfaction(Use the fonctionalities of numpy).



ML (Error Calculation):

Sub-module metrics and the function mean_squared_error of Sklearn.



ML (Question):

Ø Is this error reliable for future predictions?
ØDoes it mean that our model will perform the best to predict?



ML (Challenges of training):

Overfitting



ML (Challenges of training):

Overfitting

What would be the prediction
value for this point?



ML (Concept of cross validation):



ML (Concept of cross validation):



ML (Challenges of gradient descent)

Small learning rate

Large learning rate

Learning rate often is a value
between 0 and 1, to find the best
learning rate, we need to test the
validation error of the candidate
models with different learning rate.



ML (Challenges of gradient descent)

Different
versions of 
Gradient 
Descent

ØBatch Gradient descent

disadvantage??



ML (Challenges of gradient descent)

Different
versions of 
Gradient 
Descent

Ø Stochastic Gradient descent

• Choose a sample randomly,

• Update the parameters based on the randomly selected sample,



ML (Challenges of gradient descent)

Different
versions of 
Gradient 
Descent

Ø Stochastic Gradient descent

• Choose a sample randomly,

• Update the parameters based on the randomly selected sample,

Solution:
Use mini-batch Gradient Descent



ML (Training Error- Validation Error):



ML (Regularization):

Problems with mean squared error:

Ø If the attributes are correlated, there is no unique solution(),

Ø If the number of attributes are more than the number of 

observation there is a risk of over-fitting.

𝜃 = (𝑋J 𝑋)LC𝑋J𝑦

To reduce the risk of over-fitting there are techniques to control the complexity of the 
model.

Control the increase
in parameters 𝜃



ML (Regularization-Lasso):

𝐸𝑟𝑟𝑜𝑟 = 𝑀𝑆𝐸 𝜃 + 𝛼
1
2
>

AHC

I
𝜃AD

ØMinimise Mean square error, but in addition take care of parameters not to be too
big, 

arg𝑚𝑖𝑛+ 𝑀𝑆𝐸 𝜃 𝑠. 𝑡 @
$("

)
𝜃$& ≤ 𝑡

𝜃C

𝜃D

𝜃 = (𝜆𝐼 + 𝑋J 𝑋)LC𝑋J𝑦



ML (Regularization-Lasso):

𝐸𝑟𝑟𝑜𝑟 = 𝑀𝑆𝐸 𝜃 + 𝛼>
AHC

I
|𝜃A|

ØMinimise Mean square error, but in addition take care of parameters not to be too
big, 

arg𝑚𝑖𝑛+ 𝑀𝑆𝐸 𝜃 𝑠. 𝑡 @
$("

)
|𝜃$| ≤ 𝑡

𝜃D

𝜃C



ML (Regularization-Implementation):



ML (Linear Regression on housing):



ML (Linear Regression on housing):

Numerical
Variables

Categorical
Variable



ML (Linear Regression on housing):

Numerical
Variables

Categorical
Variable



ML (Linear Regression on housing):



ML (Linear Regression on housing):



ML (Linear Regression on housing):



ML (Linear Regression on housing):



ML (Linear Regression on housing):



ML (Linear Regression on housing):

Fill out 
missing
values

Option 1:



ML (Linear Regression on housing):

Fill out 
missing
values

Option 2:

Numpy array



ML :

Distribution 
of data



ML :

Scale of 
Data



ML :

Why
scaling the 

data?

1. Faster to train the data,

2. More stable model (not too much sensitive to new samples).



ML :

Standardization



ML :

Does it
helpful?

The problem with outliers…



ML :

Log 
Transformation



ML :

Log 
Transformation



ML :

Pre-processing

All the steps including data acuisition and data preparation like
handling null values, data transformation, standardization,
encoding, … are called pre-processing,



ML :

Training loss:



ML :

Validation loss:



ML :

Validation loss:

What is the meaning of low amount training loss and relatively high value of 
validation loss?



ML :

Underfitting
Example

Example: learning life expectancy based on gdp per capita by linear regression.

Nb samples = 142



ML :

Underfitting
Example

Example: learning life expectancy based on gdp per capita by linear regression.

High error values of 
training and loss!



ML :

Example: learning life expectancy based on gdp per capita by linear regression.

The model is too simple to be
trained for the dataset.



ML :

Example: learning life expectancy based on gdp per capita by linear regression.

The model is too simple to be
trained for the dataset.

Solutions to underfitting:

1. Choose a more complex learning model,

2. Use more features,



ML (Train-Validation-Test) :
ØWe train a model to do predictions,
ØA model performs well if it do the write predictions on unseen data,
ØTherefore, Prevent Data Leakage during training (How?)
Ø Split data to train (80%) and test (20%).

1. Given a data set, split the data to representative train set and test set,

2. Do data cleaning and pre-processing on features (on both train and test)

3. Train different models on the train set and find the best one by evaluating their

training and validation errors,

4. Do prediction using the best model on the test set,

5. Evaluate the performance of final model on test data (if possible)



ML (Train-Validation-Test) :

Housing
dataset:



ML (Train-Validation-Test) :

Test Set Being
Representative:

ØBased on correlation values we know that median income is strongly related to 
the median house value,



ML (Train-Validation-Test) :

Test Set Being
Representative:

ØBased on correlation values we know that median income is strongly related to 
the median house value,



ML (Train-Validation-Test) :

Test Set Being
Representative:



ML (Train-Validation-Test) :
Some notes

1. If you have have filled the null values in training set with statistic measures(median, mean, mode), fill
the null values in the test set with the corresponding values in the training set,

2. Use the same Transformation technique on both train and test, 



ML (Binary Classification problem) :

Ø The target values are dochotomous ( They only have two values 0 and 1 or -1 and 1 )

Ø Multi-classification: The target values are finite discrete (0,1,2,...,9)

Ø Difference weth regression problems: we need some extra part to convert the output of regression to
a specified discrete range.



ML (Classification-MNIST) :



ML (Classification-MNIST) :



ML (Binary-Classification-MNIST) :

Sign function(more appropriately logistic
function)

Mean square error is not always the best



ML (Binary-Classification-MNIST) :

MSE :      (𝜃- 𝑋 − 𝑦)#

{1 , 0}

A total mis-classification might minimize
mean-squared-error.



ML (Binary-Classification-MNIST) :
Stochastic Gradient Descent Classifier:

1. Minimize the Hinge loss ( max 0, 1 − 𝑡. 𝑦 )
2. Do the minimization using stochastic gradient descent algorithm

+ -



ML (Binary-Classification-MNIST) :

𝑡. 𝑦

Hi
ng

e
lo

ss

-3             -2             -1              0                1



ML (Binary-Classification-MNIST) :

Hand-written 5



ML (Binary-Classification-MNIST) :

Is this performance reliable?



ML (Binary-Classification-MNIST) :

Imbalanced Classification problem



ML (Binary-Classification-Metrics) :

actual class
predicted class

negative class
positive class

687   false positives

1891   false negatives



ML (Binary-Classification-Metrics) :



ML (Binary-Classification-MNIST) :

precision = -?
-?@A?

(true positive rate)

recall = -?
-?@AB

(false negative rate) 



ML (Binary-Classification-MNIST) :

𝐹1]^_`a =
2

1
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +

1
𝑟𝑒𝑐𝑎𝑙𝑙

= 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙



ML (Binary-Classification-Metrics) :

default threshold is 0



ML (Binary-Classification-Metrics) :



ML (Binary-Classification - ROC) :

fpr : false positive rate
tpr : true positive rate



ML (Binary-Classification - AUC) :

Area Under the Curve more close to 1, better



ML (Multi - Classification ) :
Two Approach:

1. one versus all : train 10 classifiers,
• class 0-detector (distinguish zeros from non-zeros)
• class 1-detector (distinguish one from non-ones)
• …
Ø prediction: the predicted class of an image is the class with higher score.

2. one versus one: for any two class train a classifier 
• 0’s versus 1’s
• 0’s versus 2’s
• …

• If there are n classes in general, we need +(+,()
)

classifiers (they should be trained on smaller portions of 
data).

Ø prediction: the class assosiated to an image is one that win more duels!



ML (Multi - Classification) :

Ø Sklearn detects when a binary classifier is used for a multi-classification problem.

Ø In this case it automatically uses one versus all technique

Highest score



ML (Multi - Classification) :

Some classification problems perform purely on large datasets, in such cases it
might be more convenient to use one versus one technique.



ML (Multi – Classification - Metrics) :



ML (Multi – Classification - Metrics) :



ML (Multi – Classification - Metrics) :


